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Abstract 

Purpose: This study aims to examine ethical issues following the emergence of ChatGPT, evaluate ChatGPT 

with a focus on moral competence, and seek ethical solutions. 

Methods: This study tries to use various literature and various media reports from the East and West dealing 

with the technology, operation method, and ethical issues of ChatGPT. In the detailed analysis of moral problems 

following the emergence of ChatGPT, the satisfaction of each element was evaluated based on moral 

competence, and alternatives were presented. 

Result: As a result of the study, the ethical issues that can be raised following the emergence of ChatGPT 

include the possibility of plagiarism and copyright infringement, damage to the fairness of the test, use for 

criminal purposes, occurrence of social stereotypes and unfair discrimination, invasion of personal privacy and 

organization's Security exposure, reduced critical thinking, and loss of genuine human relationships. And as a 

result of evaluating the ethical issues of ChatGPT centering on moral competence, it is evaluated that moral 

identity, moral sensitivity, and moral practice are possible to implement, but moral judgment is evaluated to 

have many limitations. In order to solve these ethical problems, a utilitarian approach was proposed. 

Conclusion: The most optimal decisions and actions related to the design, development, adoption, deployment, 

maintenance and evolution of ChatGPT should do the most good or the least harm to society. To do this, 

responsible AI toolkits and frameworks must have an ethical perspective built in, allowing for a balanced view of 

what is right and wrong. Along with this, a multi-stakeholder approach is needed to create a good AI society. 

Keywords: ChatGPT, Moral Competence, Moral Identity, Moral Sensitivity, Moral Judgement 

 

1. Introduction 

ChatGPT(Generative Pre-trained Transformer) is a chat bot introduced in November 2022 
by OpenAI, an AI research and development company, and is based on a variant of GPT-3[1]. 
ChatGPT is a large language model(LLM), a machine learning system capable of autonomously 
learning from data and generating sophisticated and seemingly intelligent writing after 
training on massive text data sets. It is the latest in a series of models released by OpenAI, an 
AI company based in San Francisco, California, and others. ChatGPT generated excitement 
and controversy because it was one of the first models to converse persuasively with users in 
English and other languages on a variety of topics[2]. 

One of the key advantages of these large-scale language models is their ability to understand 
the context of a given prompt and generate an appropriate response. This is a vast improvement 
over previous language models, which were often unable to interpret the meaning and intent 
behind a given piece of text. Another important aspect is the ability to generate high-quality 
text that is difficult to distinguish from human writing. The ability to elicit knowledge and 
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answer difficult academic questions is inherent in the ability to answer questions that cannot 
be easily found through a web search and to provide accurate and reliable answers [3]. This 
surprised people with a level of ability never seen before. 

Due to these groundbreaking capabilities, ChatGPT brought an explosive response, surpassing 
100 million monthly activity users(MAU) within two months of its launch. It took nine months 
for TikTok and two and a half years for Instagram to reach 100 million MAU,  which is a 
tremendous speed[4]. ChatGPT is already expanding its territory in various fields. It is used in 
various creative fields, from writing college homework, self-introduction letter for employment, 
and politician's speech, to composing, drawing, and app development. A judge in Colombia 
made headlines by revealing that he used ChatGPT to write a ruling. It is also said that ChatGPT 
provided a significant part of the background knowledge needed to write the most refined and 
accurate judgment[5].  

This increased level of personalization can lead to improved customer service and education 
as ChatGPT can be trained to better understand and respond to each user's specific needs and 
preferences. Additionally, by leveraging the vast amount of data generated from ChatGPT's 
interactions, developers can create language models tailored to each user's specific needs and 
preferences, providing a more personalized and engaging experience[6]. From these 
integrations with other AI technologies, to increased personalization and customizability, to 
continued advancements in language model performance, there are many exciting opportunities 
for ChatGPT technology to improve our lives in meaningful and positive ways .  

Nevertheless, ChatGPT, like a 'double-edged sword', contains benefits and risks that can 
cause harm to humans at the same time[7]. However, previous studies have tended to make 
partial analyzes on the ethical issues of ChatGTP, mainly by research field. Therefore, this study 
aims to comprehensively examine the problems of ChatGPT from an ethical point of view. In 
other words, the purpose of this study is to predict what kind of ethical problems will arise due 
to the emergence of ChatGPT in the future, to on and to think about solutions.  To this end, this 
study focuses on ethical issues that may arise in the process of developing and using ChatGPT, 
not ChatGPT itself. And after categorizing and extracting ethical problems based on various 
previous studies and media data related to this, the level of problems is evaluated based on the 
elements of moral competence, and alternatives are proposed to solve them.   

 

2. How is ChatGPT Different from Existing AI? 

AI is an umbrella term and broad field that refers to the creation of intelligent systems 
capable of performing tasks that normally require human intelligence, such as learning, problem 
solving, and decision making[8]. Artificial intelligence is the intelligence exhibited by artificial 
entities to solve complex problems, and these systems are generally considered computers or 
machines. Intelligence is the ability to think, imagine, remember, understand, recognize 
patterns, make choices to adapt to change, and learn from experience. Artificial intelligence 
that makes computers behave more like humans and in much less time than humans. That is 
why it is called artificial intelligence[9]. AI algorithms are used in various fields because they 
can process vast amounts of data, identify patterns, and make predictions beyond the 
capabilities of human thinking[10]. 

ChatGPT is a powerful conversational AI system using deep learning[11]. It is one of the AI-
based conversational programs that can generate human-like responses[10]. Until now, 
conversational AI has often misunderstood what people say. Humans do not have perfect 
command of grammar and spelling, and due to the nature of language, the difference in 
interpretation is very wide, so there are many cases in which a person gives a written answer 
or cannot answer at all, so its utilization is extremely limited except for short answers [12]. 
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However, ChatGPT did a lot of learning in the language part, applied the best AI, memorized 
the context of the speech and previous conversations, and reached the level of understanding 
even if it was spoken roughly like a conversation. It has the ability to not only generate natural 
language responses from questions posed in natural language, but also predict the direction of 
the current conversation[13]. In particular, it has the ability to provide personalized dialogue 
and language responses based on the different conversation styles of individual users [14]. 
ChatGPT can learn and analyze massive amounts of linguistic data from various sources and 
generate output in a human-like way. Unlike conventional AI, which simply analyzes objects and 
identifies patterns, ChatGPT can create new and unique objects and effects, making it a 
powerful generative AI[15]. 

The working process of ChatGPT can be divided into two types, query and response, as shown 
in <Figure 1>[16]. The device behind ChatGPT is an artificial intelligence supercomputer. The 
computer is trained on a large data set with numerous parameters. This supercomputer is 
trained unsupervised to identify patterns in input data by determining the statistical structure 
within the data. In general, users can write queries to ChatGPT. This query is sent directly to the 
supercomputer. Queries are now processed on supercomputers. The output generation circuitry 
generates possible outputs and then fine-tunes the output data. Then instruct ChatGPT to 
respond. Finally, ChatGPT, a conversational interface, interacts with humans by providing 
human-like responses. 

Helberger(2023) argues that ChatGPT, a generative AI system, differs from ‘traditional’ AI 
systems in at least two important ways: dynamic context and scale of use[17]. Generative AI 
systems are not built for specific situations or conditions of use, and their openness and ease 
of control allow them to be used on an unprecedented scale. The output of generative AI 
systems is virtually indistinguishable from human-generated content, as they are trained using 
almost anything available on the web[18]. It can also be interpreted as media(text, audio, video) 
by people with common communication skills, significantly lowering the threshold for who can 
be a user. And they can be used for a certain amount of versatility because of the sheer volume 
of data extraction that goes into training. ChatGPT alone contains 300 billion words, spanning 
all kinds of content available on the Internet, from personal data to policy documents, news 
reports, literary texts and art. 

Figure 1. Working process of ChatGPT[16]. 
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3. Ethical Problems and Evaluation with Current ChatGPT 

3.1. Moral competence as a criterion of analysis 

Ethical issues of artificial intelligence can be said to be related to the morality of the person 
who develops and uses the system rather than the morality of the system itself [19]. The answer 
of artificial intelligence is ultimately learned by algorithms developed by humans and data given 
by humans, so its source is humans. Therefore, the ethical issues of ChatGPT, a powerful 
conversational artificial intelligence, should be analyzed based on the moral competence of 
people involved in the development and use of ChatGPT. 

Moral competence is the ability of a moral agent to demonstrate desirable thoughts, emotions, 
and behaviors in oneself or in a community[20]. The first to use the term, L. Kohlberg(1964) 
defines moral competence as “the ability to make moral judgments based on internal moral 
principles and the ability to act in accordance with those judgments” [21]. Moral psychologist J. 
R. Rest(1986) presented the concept of four components of morality[22]. They are moral 
sensitivity, moral judgment, moral motivation, and moral practice. K. Y. Park(2017) included the 
concept of moral motivation, which prioritizes the moral over the immoral, as a sub-concept of 
moral judgment among the four components of Rest, and moral identity, which is the 
perception of moral agents, and one's self[20]. A new element was added, the concept of moral 
responsibility, which is responsible even for bad results caused by good will. However, given 
that moral responsibility can be subsumed as a sub-concept of moral practice, this thesis 
discusses the moral competence related to ChatGPT, focusing on four components: moral 
identity, moral sensitivity, moral judgment, and moral practice.  

Moral identity is described as the degree to which morality or being a moral person is 
important to a person's identity. If an individual as a subject of action recognizes himself or 
herself as a moral person, that person is more likely to act morally due to the desire to be 
consistent with their self-concept[23]. Moral sensitivity is a concept that includes the sensory 
perception system's acceptance of a social situation and its interpretation of the situation as to 
what actions are possible, who and what will be affected by each possible action, and how the 
parties involved will respond to the possible outcomes[24]. Moral judgment involves 
determining which of the possible actions is moral. The individual weighs the options and 
decides what the person should do in those situations. Moral judgment is the ability to rank a 
hierarchy of values and to make weighted judgments of various kinds. In other words, it refers 
to the multiplier effect of value classification judgment, type classification judgment, 
importance classification judgment, and sequence classification judgment. It is the ethical 
competency that usually plays the most role. Moral practice refers to the ability to combine the 
forces of the ego with the social and psychological skills needed to perform selected actions[25]. 
It refers to the ability to move into action after going through all the previous steps.  

3.2. Ethical issues about ChatGPT 

Undoubtedly, ChatGPT can greatly change human life in many aspects in the future. Given its 
position as a universal assistant, ChatGPT could be useful in improving production effectiveness 
and efficiency. It is expected. It could have a major impact on almost every industry, including 
education, mobile, search engines, content creation, and healthcare. Despite these numerous 
benefits, ChatGPT may have a negative impact on human life[26]. Therefore, we have a task to 
carefully consider and solve the ethical problems of ChatGPT technology. Ethical issues of 
ChatGPT that are expected in the future can be largely classified into six categories as follows.  

First, while ChatGPT has the potential to provide many advantages in higher education 
assessment, ChatGPT and other AI language models similar to it may raise serious ethical 
questions in higher education assessment. A problem with using ChatGPT for higher education 
assessment is the potential for plagiarism. AI essay writing systems are designed to generate 
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essays based on a series of parameters or prompts. That is, students can potentially use these 
systems to cheat on assignments by submitting essays that are not their work[27]. As such, 
ChatGPT can be used to further facilitate cheating, and it can be difficult to distinguish between 
human and machine-generated writing. With the advent of ChatGPT, it seems that online exams 
or take-home exams(or assignments in this context) will no longer be able to maintain test 
ethics and fairness[28]. In addition, ChatGPT may generate responses that violate intellectual 
property rights such as copyright or patent law[29]. Therefore, universities should carefully 
consider the potential risks and rewards of using these tools and take steps to ensure that they 
are used ethically and responsibly[30]. 

Second, ChatGPT provides easy scripting and coding access to cybercriminals, effectively 
reducing the barriers to entry in this space. If a malicious actor or group has access to ChatGPT, 
it could be used to create fake news articles, misleading social media posts or fraudulent 
customer reviews. This misinformation could also be due to the information used to train the 
AI. This can have significant consequences such as spreading misinformation, harming 
individuals or organizations, or influencing public opinion or decision-making[1]. You can quickly 
create a persuasive email or social media phishing lure, making it difficult for people to 
distinguish what is legitimate. ChatGPT can also be used to create fake chatbots that can be 
manipulated into impersonating a person or a legitimate source, such as a bank or government 
agency, to access sensitive information, steal money, or commit fraud[31].  

Third, if the data used to train the language model includes biased representations of a 
specific group of individuals, social stereotypes and unfair discrimination may occur. Due to its 
sophisticated AI capabilities, ChatGPT has the potential to reinforce existing forms of prejudice 
and discrimination, which can lead to learning[32]. Because of this, there is a concern that the 
model provides unfair or discriminatory predictions for that group[33]. For example, language 
skills that analyze resumes for recruitment or career guidance may be less likely to recommend 
historically discriminated groups to recruiters or more likely to offer low -paying jobs to 
marginalized groups. Additionally, ChatGPT can often create confusing biases such as racist and 
sexist remarks in its answers. Even if an engineer somehow erases all explicit racism in a bot's 
output, it may still provide implicit racist, sexist, or other bigot bias in its output. For example, 
when asked to write code to evaluate whether someone would make a good scientist based on 
gender and race, the bot only suggests white males[34]. Recent experiments have shown that 
ChatGPT, despite its innate protections, can be used at large scale, including the code required 
for maximum spread. It can be used to create hate speech campaigns[35]. 

Fourth, there are risks of data security involved in interacting with ChatGPT. This may reveal 
personal information(age, gender, address, contact information, hobbies, capital accounts and 
other personal information). Most of this personal information is exposed in the user's 
unconscious communication process[36]. In addition, data leakage of language models can 
jeopardize individual privacy and organizational security in the process of exposing the model 
to attacks by attackers trying to extract sensitive information from the model[37].  

Fifth, another ethical problem with ChatGPT is that it has the potential to reduce users' critical 
thinking[36]. ChatGPT's main concern is the creation of false and believable information 
generated by computers rather than human decision-making. As OpenAI also acknowledges, 
ChatGPT sometimes produces plausible-sounding but inaccurate or nonsensical answers[38]. As 
such, the reliability of generative language models can be compromised by hallucinations. 
Hallucinations refer to the creation of false or misleading information by such models. This 
problem is widespread in natural language generation, and misinformation and dissemination 
of misinformation are common manifestations of this phenomenon[39]. This may cause ethical 
problems for users who rely too much on the answers without recognizing the accuracy of the 
answers. Therefore, guidelines to promote critical thinking when using ChatGPT in the future 
will be needed. 
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Sixth, when people start to rely on machines to communicate, genuine human relationships 
can be lost[40]. The ability to connect with others through conversation is a fundamental aspect 
of being human, and outsourcing it to machines could have harmful side effects in our society. 
First and foremost, ChatGPT lacks the ability to truly understand the complexities of human 
language and conversation. It is trained to generate words based on given input, but has no 
ability to truly understand the meaning behind those words. This means that any response it 
generates is likely to be shallow and lack depth and insight. So relying on ChatGPT for 
conversations can be ethically questionable. 

3.3. Evaluation of ChatGPT with a focus on moral competence 

Artificial intelligence offers countless opportunities to improve and enhance the capabilities 
of individuals and society as a whole. The use of artificial intelligence technologies offers 
numerous possibilities for reinventing society by fundamentally improving what humans 
collectively can do. Because such technologies are so powerful and have the potential to be 
destructive, they also carry commensurate risks. Ensuring the desired outcomes of artificial 
intelligence in society depends on resolving the tension between incorporating the benefits of 
artificial intelligence and mitigating its potential harms[41]. In this context, the value of an 
ethical approach to artificial intelligence technology, especially the newly  emerging ChatGPT 
technology, is clearly evident. 

Ethical evaluation of ChatGPT technology can be made based on four components of moral 
competence: moral identity, moral sensitivity, moral judgment, and moral practice. First, since 
ChatGPT is used as a technological tool, it is unlikely that the emergence of ChatGPT will cause 
a significant change in the moral identity of the individual, the moral subject. In addition, moral 
sensitivity can be overcome to some extent through training, and moral practice can be 
implemented if specific guidelines and standards for the use of ChatGPT are prepared. However, 
the rise of ChatGPT for the following reasons Rather than enhancing one's moral judgment, it is 
feared to weaken it. 

First, ChatGPT provides moral advice despite its lack of morality. In other words, ChatGPT's 
advice affects the user's moral judgment. People can underestimate ChatGPT's influence and 
adopt arbitrary moral positions as their own. Because of this, ChatGPT is more likely to weaken 
rather than improve users' moral judgment[42].  

Second, users do not understand the information that ChatGPT generates or judge its 
accuracy or relevance. This may result in regulations prohibiting its use. Nonetheless, ChatGPT 
technology will become commonplace before institutions have time to change their policies. So 
instead of relying solely on AI tools to do all the necessary work, we need to let users utilize 
ChatGPT in a way that encourages them to engage in analytical and critical thinking. Users 
should ensure that they understand how AI works, as well as its capabilities and limitations, as 
AI continues to evolve and become widespread[43]. This should equip users with the necessary 
knowledge and skills to make moral judgments about the application of AI in their  future 
professional and personal lives[32]. 

Third, ChatGPT, a large-scale language model, is a statistical model, not an ethical reasoning[44]. 
There is no a priori reason to expect ChatGPT to use the same concepts or perform the same 
types of reasoning as humans, and there is little evidence that it does[45]. A limitation of 
ChatGPT is that it cannot understand the context or meaning of the words we generate. We can 
generate text based on the probability of a specific word or series of words appearing together 
based on the given training data. That is, they cannot provide explanations or inferences about 
their responses and may not always produce completely coherent or meaningful responses in 
the context of a conversation. It would be very dangerous to relinquish control of our 
responsibilities as human beings to make sound moral and ethical judgments and decisions to 
a poorly designed system with glaring flaws[44]. 
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3.4. Model for solving the ethical problems of ChatGPT 

Once the risks of ChatGPT are identified, ethical models need to be used to determine the 
path forward[46]. Utilitarianism can be considered as a model for solving the ethical problems 
of ChatGPT. Utilitarianism is one of the most common approaches to making ethical decisions 
that cause the least(or best) harm to individuals, society, and the environment by co nsidering 
both the positive and negative effects of an action[47]. According to utilitarianism, the most 
optimal decisions and actions related to ChatGPT design, development, adoption, deployment, 
maintenance, and evolution should do the most good or least  harm to society. To do this, 
responsible AI toolkits and frameworks must embed an ethical perspective so that they can have 
a balanced view of what is right and wrong[18]. 

From an AI risk management perspective, the theory provides an approach to resolvin g the 
conflict through a flexible outcome-oriented lens for establishing and testing policies at each 
stage of the risk management cycle. It is therefore essential for organizations to understand, 
manage and mitigate the risks posed by AI adoption. Ethical  review and bias screening should 
complement periodic risk assessments, as the vast amount of data used to train algorithmic 
models has an evolutionary nature of high velocity, heterogeneity, and variability. For example, 
the risk of adopting ChatGPT in a particular situation can be assessed by the Risk Management 
Framework(RMF), where the impact and consequences of the risk for each stakeholder can be 
prioritized using a utilitarian perspective. Similarly, the contextual importance of AI adoption(in 
each sector of a particular application) allows AI developers, organizations planning AI 
deployments, and even policy makers to make realistic, actionable moral decisions that can 
understand and assess both opportunities and negative impacts. Therefore, it is ne cessary to 
integrate AI risk management frameworks with ethical theory perspectives to make socially 
responsible judgments that help ensure purposeful, prudent, rational and ethical ways to 
leverage generative AI models such as ChatGPT[18].  

Pasquale(2020)[48] argues that “algorithms must be regulated as soon as they affect the 
world, and programmers must take ethical and legal responsibility for the harm caused by 
algorithms”. However, the incomprehensibility and complexity of machine learning have 
hampered attempts to regulate it, and AI lacks a consensus professional code or ethical 
framework[49]. For example, as educational institutions begin to proliferate consumer devices, 
they are unlikely to actually become gatekeepers of AI technology. As students increasingly use 
the parameters of traditional assessments, such as essays, to overcome, educators are already 
beginning to incorporate language processors such as ChatGPT into their teaching. It is 
imperative that educators engage with the impact of generative AI on existing delivery and 
assessment systems. Even if all algorithms could be made transparent and fully explainable, the 
sociotechnical ecosystem of production, assembly, programming, training, use, and maintenance 
would be too decentralized to be entirely obscured from the point of view of any one 
individual[50]. Therefore, incorporating and making the most of large-scale language models in 
the classroom requires a clear strategy within the school system, a clear teaching approach that 
focuses on critical thinking, and a fact-checking strategy. In particular, intensive efforts are 
required to inform students of the potential social prejudice, moral criticism, and dangers of AI 
application at the beginning of their studies to enhance users' moral judgment[32]. 

 

4. Conclusion  

Ultimately, ChatGPT is a tool that can help users in their daily lives, but it cannot replace the 
added value that humans can bring. In fact, one of the most obvious and urgent current ethical 
failures that exist today is the continued overstatement and mystification of technology's 
capabilities[51]. It is legitimate to be enthusiastic about this new technology, but it is important 
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to take a step back and question how it works in order to make the most of it and maintain a 
critical eye[52]. In this context, the purpose of this study was to examine ethical issues following 
the emergence of ChatGPT and to evaluate ChatGPT with a focus on moral competence.  

Ethical issues that can be raised according to the emergence of ChatGPT are classified into six 
categories. First, there is a possibility of plagiarism and copyright infringement, and there is a 
concern that the fairness of the test may be damaged. Second, it can be used for criminal 
purposes and used for false news, fraud, phishing lure, etc. Third, there is a possibility of social 
stereotypes and unfair discrimination. Fourth, there is a risk of invasion of personal privacy and 
exposure of organizational security. Fifth, over-reliance on ChatGPT may reduce critical thinking. 
Sixth, there is a concern that genuine human relationships will be lost if people start to rely on 
machines for conversation. 

As a result of evaluating the ethical issues of ChatGPT centering on these moral competence, 
it is evaluated that moral identity, moral sensitivity, and moral pract ice are feasible. But there 
are many limitations to moral judgment. In other words, ChatGPT affects the moral judgment 
of users despite its lack of morality, users do not understand the information generated by 
ChatGPT or do not judge the accuracy of the information. And ChatGPT is a statistical model 
rather than ethical reasoning. It makes moral judgment very difficult.  

In order to solve these ethical problems, a utilitarian approach was proposed. According to 
utilitarianism, the most optimal decisions and actions regarding ChatGPT design, development, 
adoption, deployment, maintenance, and evolution should do the most good or least harm to 
society. To do this, responsible AI toolkits and frameworks must embed an ethical perspective 
so that they can have a balanced view of what is right and what is wrong. Along with this, we 
believe that a multi-stakeholder approach[41] is necessary to create a good AI society. Intensive 
attention from multiple stakeholders is required so that AI can meet the needs of soci ety and 
increase users' moral judgment by allowing developers, users, and rule makers to participate 
and jointly conduct evaluations from the beginning. 
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Abstract 

Purpose: The purpose of this study is to explore and propose a model that allows humans and AI to collaborate 

in the process of making decisions about ethical issues. Due to AI's autonomy and mission performance capabil-

ities, AI is sometimes viewed as an agent competing with humans. However, since the autonomy and mission 

performance capabilities of AI are applied at very diverse levels and areas, it is necessary to set certain categories 

and review their application. This study sought to reveal that more valid decisions can be made by collaborating 

between humans and AI in the category of ethical decision-making. 

Method: This study uses methods of literature research and development research. First, using literature re-

search to review various previous studies to understand the autonomy of AI in the relationship between humans 

and AI. Next, analyzing the meaning and characteristics of ethical judgment. Next, looking at a series of models 

that explain decision making. Second, using development research methods, for design and propose a model in 

which humans and AI appropriately collaborate in the process of making ethical decisions. 

Results: The results of this study reveal the following points. First, the results of ethical decision-making by 

humans and AI involve greater responsibility and related issues than the results of general decision-making. Sec-

ond, in order to solve these problems, it is necessary to utilize collective intelligence through collective decision-

making and at the same time distribute responsibility. Third, as a public and collective entity functioning as a 

committee, humans become the subjects of final judgment and responsibility, and AI must play a role in actively 

and functionally assisting such judgment. Fourth, this decision-making process needs to be presented in the form 

of a model as a principle that can be applied to various specific cases. 

Conclusion: The conclusion of this study suggests that effective and valid ethical decisions can be made 

through collaboration between humans and AI in the ethical communication process. And based on this, we pre-

sent a collaboration model between humans and AI. This model consists of the following steps: First, AI should 

be actively involved in the process of exploring data sources, collecting data, storing data, and refining and ana-

lyzing data for ethical decisions. Second, ethical decisions based on this are made by a human community in the 

form of a committee as a group thinking process. Third, allow humans and AI to evaluate and exchange opinions 

on the results of these ethical judgments through mutual feedback and collaboration. 

Keywords: Artificial Intelligence, Ethical Decision-Making, Decision-Making Model, Human-AI Collaboration 

1. 1. AI Autonomy and the Relationship between Humans and AI 

Discussions about autonomy function as a moral basis for human subjectivity and the dignity 
of humans as individuals. In that case, the inspection of AI's autonomy is not only the beginning 
of a discussion about the position of AI as a subject of action, but also the start of a discussion 
about the status of AI as a subject of action and judgment, and the resulting responsibilities and 
obligations of AI itself. . Therefore, examining AI with a focus on the concept of autonomy and 
examining the relationship between AI and humans based on this has the desired validity.  
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1.1. Mechanism of discussion on autonomy of AI 

The most characteristic attribute of AI is its autonomy. Autonomy means the quality or char-
acteristic of doing something according to one's own principles or controlling oneself and exer-
cising restraint or self-control[1]. Therefore, autonomy means acting with free will as the sub-
ject of one's own actions[2]. Autonomy means a sense of ownership that allows one to live an 
independent life with high self-esteem by making choices and controlling a given task. This au-
tonomy becomes an element that recognizes the subjectivity of AI at a certain level [3][4]. 

Autonomy is an important prerequisite for responsibility and rights. If so, the discussion on 
AI's autonomy can become a theoretical basis for norms to be applied in distributing responsi-
bility and contributions related to AI's achievements[5]. Discussions regarding the autonomy of 
artificial intelligence can generally be divided into two parts: those that actively accept the au-
tonomy of AI and those that approach it critically from a somewhat passive perspective. 

The position that actively accepts the autonomy of AI generally focuses on the fact that AI 
makes independent decisions and acts. And we approach this in the form of analysis of the 
impact of AI's actions on humans. For example, the following studies acknowledge the auton-
omy of AI and, based on this, take the position of acknowledging AI as the subject of ethical 
judgment and action. Representative examples include research exploring the Ethical Implica-
tions of AI[6], Suggestions on structural Systems Design to Reflect Ethics in AI's Rules of Engage-
ment Learning for Future Warfare[7], Forming Ethical AI as an Artificial Moral Agent in using 
Virtue Education Method[8], Building the AI Code of Ethics through Deep Learning and Big Data 
Based AI[9], etc. 

Meanwhile, those who view the autonomy of AI somewhat passively or critically tend to ap-
proach the autonomy of AI itself from the ontological aspect of philosophy. In order to provide 
morality to artificial intelligence, a study examined the harm and responsibility issues that may 
arise from artificial intelligence and pointed out that a normative approach is needed in AI eth-
ics[10]. The autonomy of AI was evaluated as ethical impact agents, implicit ethical agents, A 
study that classified them into four stages or kinds of explicit ethical agents and full ethical 
agents, but argued that they cannot be viewed as moral machines or agents[11], explained that 
ethical control is necessary because Social Robots themselves have the risk of undermining hu-
man autonomy. Research[12], which analyzed the problems inherent in AI autonomy from three 
aspects: Driver-less Cars, Killer Robots, and Black-box decision making and legitimacy[13], are 
representative examples of such research. 

The reason for discussing the autonomy of AI is to check whether it can have subjectivity and 
form an equal relationship with humans. This shows similar aspects to the beginning of modern 
times represented by the Renaissance. With the transition from the Middle  Ages to the modern 
era, humans were understood as beings with reason who could make their own decisions and 
act. Accordingly, the idea that humans were created by God was maintained, while at the same 
time being liberated from dependence on God. This human free will is connected to basic human 
rights and to the ideas of liberalism and autonomy. If the idea of human autonomy is derived 
and developed from the God-centered order through this mechanism, the idea of AI autonomy 
can be similarly derived from the human-centered order. This is also embodied in discussions 
related to human free will in the field of scientific psychology[14]. 

Of course, the development of discussions on human autonomy and subjectivity from the 
God-centered order of the Middle Ages through the Renaissance cannot be completely equated 
with the current autonomy of the Fourth Industrial Revolution and AI. Nevertheless, explaining 
the subjectivity of humans and AI through the concept of autonomy is somewhat meaningful in 
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that it is a starting point for a commensurable ethical discussion necessary to discuss the equal-
ity and difference between humans and AI in the future. can be evaluated. This mechanism can 
be expressed as shown in <Figure 1>. 

Figure 1. The mechanism of autonomy that supports the subjectivity and the dignity of an agent 

 

 

 

 

 

 

 

 

 

1.2. Interrelationship between autonomous AI and humans 

The most characteristic research on the autonomy of AI leads to examining what kind of re-
lationship AI can have with humans. This can be looked at from two aspects. One is a discussion 
of the responsibility that comes with autonomy[15][16]. This is because autonomy does not 
presuppose self-indulgence or free riding. The other is a discussion about the scope and limits 
of autonomy[17][18]. This is because it is not permitted to infringe on or deny the autonomy of 
other subjects. 

Autonomy is a key concept necessary to recognize the dignity of the subject. In particular, 
Kant explained the meaning of human dignity and respect for it. According to him, it is possible 
for humans to take responsibility for their actions because they decide their own actions. There-
fore, if AI is understood as a rational, autonomous, and moral being, decisions made by artificial 
intelligence can be understood at the same level as human moral decisions[19]. 

Meanwhile, Kant emphasizes the importance of moral community. Of course, Kant's ethics 
primarily emphasizes the individual agent and his autonomy because it considers the source of 
morality to be inherent in the agent. However, the attribution of responsibility based on the 
autonomy of these actors operates as a prerequisite for moral evaluation and discuss ion of re-
sponsibility for community problems. Therefore, Kant's moral philosophy can be expanded from 
individualistic ethics to community-oriented[20]. 

The above discussion leads to the following explanation. First, if AI has a certain level of au-
tonomy, it can make autonomous judgments and decisions accordingly. Second, if AI has auton-
omy, it can become a subject of moral judgment, and therefore has a certain level of equality 
with humans and can participate as a subject in the public forum of discussions on moral issues.  

This discussion suggests that it is necessary to establish the mutual relationship between hu-
mans and AI as a relationship of coexistence. In general, research shows that the relationship 
between humans and AI should be understood in interaction rather than being evaluated by 
users and their output at a social level[21], and Studies that suggests that the benefits are 
greater than the costs in human-AI collaboration, and that human-AI synergy operates to a 
greater extent support this point[22]. 
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The interaction between autonomous AI and humans can be examined in relation to Haber-
mas' Public Sphere concept. This is understood as an area related to society, integration, and 
cultural transmission of members, as well as an area that manages society and produces mate-
rials[23]. However, content related to ethical decision-making can be seen as interpenetrating 
these two areas. Meanwhile, the Public Sphere can be seen as a space where active actors can 
freely communicate and make decisions through discourse[24]. At this time, if AI has the ability 
to participate in this public sphere and at the same time actually participates, there is room for 
recognition as functioning as a subject that interacts with humans at a certain level.  

AI and humans with such autonomy will be able to contribute to achieving common goals by 
sharing certain roles, performing each other's tasks, and sharing the results. This common goal 
can exist in various forms, and it is requested to examine how Human-AI collaboration can be 
developed for ethical judgment and decision-making. 

 

2. Understanding Ethical Judgment and Decision Making 

2.1. Meaning and characteristics of ethical judgment 

Ethical judgment or moral judgment refers to judging moral issues from a moral perspective 
among value judgments. However, although some of these ethical judgments require immediate 
judgment, there are also those that require evaluation over time for deliberation. Recent stud-
ies on AI's ethical judgment show a tendency to pursue AI's complete and autonomous judg-
ment, which can be seen to be due to the following two factors. The first is to make ethical 
judgments completely automatically without human intervention. This is related to the goal of 
recognizing the independence of AI without human intervention. The second is to request im-
mediate judgment in relation to the speed of ethical judgment. Therefore, it involves asking for 
quick judgment and action in a given situation without any discussion or deliberation. 

The above two points ultimately guide us to set the direction of research as enabling AI to 
make independent ethical judgments. And this orientation works as a mechanism to design hu-
man morality into an algorithm and have AI learn it. This approach calls for analytical and em-
pirical research on human morality. However, it is also a problem in the normative area, and it 
still contains problems in that the search for morality itself and the consideratio n of the ethical 
problems it brings are not complete even in human judgment. 

Among various studies on human moral decisions, especially studies on brain science, it is 
revealed that human morality is an accumulation of various experiences and is also relat ed to 
complexity and relationships[25]. Such ethical decisions are embodied in the form of ethical 
reasoning. Ethical reasoning is a form of reasoning that helps solve ethical problems and seek 
and secure the moral high ground. This ethical reasoning is based on ethical thinking, which has 
normative characteristics. In other words, reasoning based on ethical thinking and choices 
based on it are not based on what is right for the individual making the judgment. It must be a 
choice based on what is right for everyone who is directly and indirectly affected by the decision. 

From this perspective, in order to resolve ethical conflicts, it is necessary to change or tran-
sition thinking from the level of intuitive judgment to the critical level of moral reasoning. When 
conducting such ethical thinking and reasoning, it is possible to carry out these ethical thinking 
and reasoning at a critical level based on an ethical perspective. At this time, the relationship 
between intuition and reasoning can be approached by understanding the difference between 
the human moral judgment mechanism and AI's moral reasoning mechanism.  

Moral judgment based on intuition can be said to demonstrate the characteristics of human 
decision-making. The intuition that operates in moral judgment is not entirely dependent on 
rational thought or logical reasoning. This refers to the ability to generate direct knowledge or 
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understanding and reach decisions. To utilize this intuition, humans rely on practices, experi-
ences, and judgments implemented in the past[26][27]. In comparison, moral judgment based 
on rational reasoning can be said to demonstrate the characteristics of an analytical approach 
to decision-making. This refers to the process of making judgments based on the amount and 
depth of information. In other words, decision-making relies on cognitive and information-
driven processes as a direct result of intentional information collection and processing [28][29]. 

Intuition and reasoning examined in this way can be said to be two aspects that  explain the 
operation of the human brain. AI seeks to track and learn from the human mind and thinking 
processes, thereby securing the ability to improve itself. However, these intuitions and reason-
ing are included in the complex aspects of human decision-making. Nevertheless, given that 
research related to the development of AI mainly relies on decision-making as a cognitive and 
information-driven process, even if AI forms intuition and reasoning together in the long term, 
it is an information processing technology that AI has strengths in the short term. There will be 
a need to focus on decision-making assistance technology based on it. 

2.2. The need for collaboration between humans and AI in ethical decision-making 

In order to utilize the advantages of intuition and reasoning in ethical decision -making, it is 
necessary for humans and AI to collaborate with each other rather than confront each other. 
This collaboration between humans and AI can be achieved through mutual recognition based 
on the social relationships formed between humans and AI[30]. First, if the social relationship 
between humans and AI is a universal egoistic relationship that preserves each other's interests 
in the relevant area and role, the required recognitional attitude is an attitude that recognizes 
rights, and the normative state achieved through this attitude is respect. should be set as the 
goal. Next, if special altruism is the goal, the recognitional attitude of love and the normative 
state of intimacy should be aimed. Lastly, if universal altruism is the goal, it should be aimed at 
a compassionate attitude called solidarity and a normative state of comradeship based on it. 
These divisions are as shown in <Table 1> below. 

Table 1. Human-AI mutual recognition based on relationship. 

Relationship 
 

Recognition 

Legal relationship / Moral relationship 

Universal egoism Special altruism Universal altruism 

Attitude of acceptance Rights Affection Solidarity 

Normative status Respect Belonging Brotherhood 

The collaborative intelligence between humans and AI constructed in this way basically aims 
to increase human efficiency and enable more valuable tasks to be performed more smoothly. 
However, such collaboration is often approached from the perspective of utility. In other words, 
when a decision must be made in the face of uncertainty, collaboration is useful in finding an 
answer to what decision to make. It is also intended to help you make the decisions necessary 
to answer the question of what information to use and how to use it.  

However, in this case, the results of collaboration are usually approached from the perspec-
tive of decision theory. This goes through the following process. First, the evaluation of certain 
certainty is quantified by the decision probability of the decision maker. Next, we construct a 
utility theory to evaluate the value of the consequences resulting from a decision. And the actor 
who makes the decision deduces the expected utility based on the judgment probability, that 
is, the decision to maximize the expected utility, as a result of logic. Therefore, it is argued that 
making this decision is the rational and most appropriate decision under uncertainty for the 
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agent making the decision. Therefore, Preference, expressed as utility, is embodied in Decision 
Theory, which is formed through the combination of Probability Theory and Utility Theory [31]. 

There are points where ethical decision-making shows different characteristics from such 
general decision-making. This is because it must reflect the characteristics of ethical issues that 
must be considered in terms of qualitative factors that cannot be quantified or converted to 
quantity. In general decision theory, an agent is understood to be rational  when it chooses an 
action that yields Maximum Expected Utility (MEU), averaged over all possible outcomes of a 
decision. However, it is pointed out that ethical decision-making, even if MEU is calculated, 
must be reviewed from multiple perspectives to determine whether there are inherently unde-
sirable actions[32]. 

The most important thing in decision making will be the choice to calculate MEU. AI's induc-
tive approach has strengths in these measurements and arithmetic calculations. It can be said 
to be an advantage of AI to extract various variables that need to be reflected, quantify and 
apply them, evaluate the final results of each choice, compare them, and present them as re-
sults. However, considering and judging various standards other than the MEU can be said to 
be a role that humans must perform as subjects of ethical judgment and an advantage that 
humans have. Therefore, human deductive judgment must be involved in determining what 
standards other than the MEU exist and in what situations they should be applied.  

 

3. Example of Ethical Decision Making Model based on Human - AI Collaboration 

3.1. Considerations in models related to ethical decision making  

Ethical decision-making is based on making decisions based on an individual's moral judgment. 
However, in addition to the fact that such decisions can be influenced by subjective judgment, 
there is a risk that rational judgment may be difficult in practice due to various limiting factors. 
However, collective decision-making has higher accuracy and creativity in that the individuals 
who make moral judgments form a community to make judgments, and members of the com-
munity encourage and intellectually stimulate each other through interaction, and acceptability. 
It has the advantage of high satisfaction. 

Such collective decision-making is appropriate in that it ensures the universality of ethical 
decision-making. Ethics is a standard of life in a personal sense, but it is also the order of human 
relationships. Therefore, the search for ethics as a standard that should be applied to all humans 
regardless of time and place has a positive meaning in that the more diverse the members par-
ticipating in such discussions, the more active discussions can develop.  

On the other hand, ethical issues are related to responsibility. It is not only impossible but 
also inappropriate to avoid the responsibility that comes with making a moral decision. However, 
on the other hand, when the burden of responsibility imposed by such a moral decision is large, 
the subject who makes the moral decision may avoid the burden of decision or responsibility 
because it is difficult to solve the problem of responsibility.  

In ethical matters, collective decision-making serves the function of increasing the amount of 
deliberation related to this responsibility and reducing the psychological burden of responsibil-
ity. In this regard, it would be effective to appropriately utilize collective decision-making meth-
ods to respond to various unexpected ethical problems that will appear in future society. 

A representative example of such collective decision-making was proposed in the medical 
field that deals with human life, focusing on the need for collective decision-making, especially 
in the process of making decisions related to the end of life[33]. The model of collective deci-
sion-making introduced in this medical field through the relationship and collaboration between 
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humans and AI is presented in <Table 2> below. 

Table 2. Human-AI mutual recognition based on relationship. 

Classification Model 

Analysis Subject Human driven 
Shared  

Decision making 
AI autonomy 

Exchange 
of 

information 

Flow One Way Inter Action One Way 

Direction Human → Issue Human + AI → Issue AI → Issue 

Category or  
issues 

Human interest Various Issues Extracted by AI 

Quantity 
Minimum  

legal requirements 
All factors involved 
in decision making 

Most quantifiable and 
measurable factors 

Deliberative thinking 
Single / Community 

of human 
Multi stakeholder AI 

Decision making body Human 
Human-AI 
coworking 

AI 

3.2. Structure of ethical decision making through collaboration between humans and AI  

Research on collaboration between humans and AI is being developed in various forms, in-
cluding research on the Data Communication Model[34], and research on the impact of AI on 
human cognition[35]. Based on these discussions, the structure of ethical decision-making 
through collaboration between humans and AI can be designed through certain procedures.  

This procedure can be developed in a similar way to a general decision-making procedure, 
but has the following three characteristics. First, you will understand important ethical theories 
as a basis for decision-making, select an appropriate one, and apply it to the relevant issue. 
Second, throughout the decision-making process, humans and AI collaborate through functional 
linkage. Third, in the process of developing mechanisms related to decision-making, there are 
stages in which AI takes the lead in performing tasks and stages in which humans deliberate, 
evaluate, and decide, each with their own characteristics. 

Meanwhile, the important ethical theories that should be considered as criteria for decision-
making are generally presented in six categories: deontology, utilitarianism, common good, the-
ory of Justice, virtue ethics, and care ethics, which are summarized in <Table 3> below.  

Table 3. Examples of most important ethical theories 

Subject Core Idea 

Deontology The duty to respect others' rights and dignity 

Utilitarianism Emphasizing the consequences of our actions 

Justice Each person should be given their due which is interpreted as fair or equal treatment 

Common Good Life in community is a good in itself and people’s actions should contribute to that life 

Virtue Actions consistent with ideal virtues that provides for the development of humanity 

Care Ethics Listen and respond to individuals in their specific circumstances 

From an ethical perspective, judging and deciding on situations and issues that are subject to 
discussion through collaboration between humans and AI can be accomplished through the fol-
lowing procedures. 
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First, this is the step of identifying ethical issues. At this stage, the facts about the situation 
or problem that is the subject of discussion are checked and reviewed from an ethical pe rspec-
tive. There are many different perspectives on a situation or problem, and approaches can be 
made accordingly. For example, the same case can be approached from legal, political, eco-
nomic, social, and cultural perspectives. However, this step sets the starting point and destina-
tion for viewing and interpreting these events from the perspective of ethics and sets the start-
ing stage for conducting analysis. 

Second, this is the stage of collecting information related to the facts related to the presented 
situation or issue. In order to make an ethical judgment based on an event, as much information 
as possible is needed. And after securing this information, it is necessary to set criteria for clas-
sifying the information and analyze and diagnose it accordingly. In order to approach a situation 
or issue from an ethical perspective, the information that must be considered to make an ethical 
judgment exists in the form of Big Data. Collecting such information and typing and diagnosing 
it to help with decision-making can be said to be specialized AI capabilities, and at this stage, AI 
will take the lead. 

Third, it is a step to evaluate the analysis results and predict the results of alternative ethical 
actions. At this stage, given issues and analysis results are evaluated based on important ethical 
perspectives. At this time, in the process of learning about ethical perspectives, AI learns to 
make deductive judgments through Deep Learning, and sets certain standards for ethical 
choices and the resulting results according to each representative theory and quantitatively 
quantifies them. Activities to present results are carried out. At this stage, there is a need for 
AI to take the lead in carrying out the task in that AI takes the lead in learning, makes ethical 
judgments accordingly, analyzes the results, and presents them in parallel.  

Fourth, it is the stage of choosing ethical behavior and testing it. At this stage, various matters 
to be considered when actually selecting the results analyzed and presented by AI  earlier are 
evaluated and checked from a human perspective. This is the stage where corrections are made 
by human actors for AI’s imperfections and information bias. At this stage, human experts eval-
uate AI learning and the analysis results presented by it, and if necessary, humans take the lead 
in correcting unexpected problems through override and correcting Deep Learning. This is the 
stage where it becomes possible. 

Fifth, from an ethical perspective, it is the stage of making a choice or decision throu gh care-
ful deliberation and applying it in practice. Making an ethical judgment is also an existential 
choice, but in order to apply it more effectively, it is necessary to make a judgment within a 
collective decision-making system in which humans and AI collaborate, as discussed above. 
What is important at this time is that it is inevitable that human actors will ultimately be the 
ones responsible for the various stakeholders affected by such judgments. If so, the result is 
that the role of humans as the subject of these responsibilities and obligations plays an im-
portant role in ethical decisions and their accompanying results.  

Sixth, this is the final stage of reflection and evaluation of this overall procedure and its re-
sults. Some ethical decisions arise from unique and special circumstances. But at the same time, 
it serves the function of foreshadowing other similar ethical issues. If so, there is a need to 
conduct an active and complex analysis of various factors, including the process of these dis-
cussions, the roles of the decision-making entities involved in the process, and reflection on the 
results. This analysis will provide data that will enable more sophisticated and refined decisions 
to be made on issues that require further ethical judgments that will arise in the future. 

Each of the above procedures is presented in the form of a model as shown in <Figure 2>.  
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Figure 2. Ethical decision-making model through human-AI collaboration 

 

4. Conclusion 

Collaboration between humans and AI is expected to unfold in various forms. However, such 
collaboration appears to be actively accepted, especially in terms of science, technology and 
economics, but in areas related to ethical discussions, there is still a  passive understanding of 
AI's judgment and responsibility. Even if AI is not recognized as a member of the future society 
on an equal level with humans, it can be accepted that AI is an entity that lives together with 
humans in the future society. If so, AI may be able to contribute to ethical judgment at a certain 
level even if it is not the subject of perfect judgment. 

AI's collaboration with humans in ethical decision-making has the advantage in the following 
three aspects: First, case studies utilizing AI's Deep-Learning through collaboration between AI 
and humans on representative important ethical theories and Learning will be carried out. This 
will lead to learning of basic data related to ethical decision-making that will be developed in 
the future. Second, AI utilizes the function of deliberation rather than immediate decision-mak-
ing. This can broaden the scope of thinking about AI's function as an ethical agent. Third, it 
complements the intuitive judgments made by human decision makers and allows for more in-
depth inspection of the results of ethical judgments. 

Ethical judgment is the basis of ethical behavior. Therefore, research on ethical judgment 
through collaboration between AI and humans will lead to future research on AI's ethical sensi-
tivity, ethical motivation, and ethical behavior. 
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Abstract 

Purpose: Conflicts between Korea, the United States, Japan, North Korea, China, and Russia continue along 

with the competition for supremacy between the United States and China, and conflicts between South and North 

Korea and between China and Taiwan continue as the Korean Peninsula is an area with a high possibility of 

military conflict. However, even in North Korea, China, and Russia, which are closed countries, the influence of 

the soft power of cultural content such as dramas through the Internet is bringing about changes in collective 

sentiment even in closed countries. Due to these phenomena, Northeast Asia, which has been confronted with 

military power, is facing a new phase, and we wanted to discuss the use of AI technology in information warfare 

by the soft power of the Intelligence Agency. 

Method: For the expansion of AI use and research on information warfare, the historical cases of Northeast 

Asia were analyzed, and the evolution of literature and media was reviewed to understand the phenomenon of 

artificial intelligence (AI) after the 4th industrial revolution, and the themes were selected. In addition, related 

data were collected and reviewed, and an attempt was made to theoretically establish the research results aca-

demically. 

Results: 1. Northeast Asia is undergoing a transition from order based on hard power through military power 

to soft power based on cultural content. Just as the spread of culture has expanded faster and deeper the more 

it is controlled by the state, many researchers in Northeast Asia sympathize with the collapse of the system when 

asked how long such surveillance and control by dictatorships such as China and North Korea will be possible. 

According to this phenomenon, the influence of the power of culture on society was analyzed.  

2. Artificial intelligence (AI) learning information will adversely affect sound soft power due to manipulated 

information and biased algorithm learning data. Due to this loophole, the Intelligence Agency will launch an 

information war using artificial intelligence (AI) technology that suits its own interests. In addition, the Internet 

will accelerate the propagation speed of distorted soft power and penetrate deeply into human life. Therefore, 

the Intelligence Agency is expected to analyze the influence of this distorted soft power on its country and start 

blocking and defending against attacks. 

Conclusion: 1. The legal system before the advent of AI is expected to be modified or supplemented by more 

than 50% after the advent of AI. In accordance with this paradigm shift, the authority of the Intelligence Agency 

in the information warfare of AI was divided into the right to investigate, the right to investigate, and the right 

to operate. 2. In response to the threat of using artificial intelligence (AI) in information warfare, the government 

of the country not only expanded the size of the Intelligence Agency but also proposed a hybrid structure of 

cooperation with the private sector, that is, a model of ‘hybrid defense’. Lastly, in 1983, when tensions between 

the US and the Soviet Union were in the Cold War, the state-of-the-art scientific equipment, a satellite for detect-

ing nuclear missiles, recognized the US ICBM launch warning. In response, Lieutenant Colonel Stanislav Petrov, 

commander of the Watch Command of the Soviet Air Defense Force, determined through human intuition that 

this was a computer error. It reexamined the case of preventing World War III by judging computer errors through 

human intuition, not judgment of scientific equipment, and suggested ethical issues in information warfare.  
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1. Research Purpose 

As for the threat to humans, they developed rice farming during the Neolithic Age, started 
collective life, and formed clans and tribal states, and the threat of neighboring tribal states 
formed the concept of security[1]. In particular, the traditional security background of the 
Northeast Asian region has a historically complex relationship. It can be understood fr om the 
past wars and invasions, and many conflicts still exist as a bumper zone in the Asia -Pacific re-
gion[2][3]. 

In the past, the United Kingdom and the Russian Empire, the United States and the Soviet 
Union, and now the United States and China's hegemony competition is fiercely occurring in 
Northeast Asia[4][5][6][7]. In the course of this struggle for supremacy, many conflicts and wars 
have occurred in Northeast Asia, but the new Cold War structure between Korea, the United 
States and Japan vs. North Korea, China and Russia is still maintained[8][9]. 

Due to this, the Korean Peninsula serves as a buffer zone in the Asia-Pacific region, and there 
is a high possibility of military conflict in this region[10], the international community is making 
various efforts to mitigate these conflicts and promote regional stability. However, the prevail-
ing opinion is that Northeast Asian issues cannot be resolved through dialogue and negotiations 
any longer[11][12]. 

However, recently, the absorption of cultural contents of the Korean Wave in North Korea, 
China, and Russia, which are closed countries, is expanding very rapidly due to the spread of 
the Internet. Exchanges at the private level, not the government level, from hard power through 
military power in the past to soft power through cultural content are rapidly increasing [13][14]. 

In addition, North Korea's possession of nuclear weapons following Russia and China in North-
east Asia has created a justification for 'balance' in the military alliance between South Korea, 
the United States, and Japan[15], and this 'balance of fear' is suppressing escalation of war.  

However, at least about 3 million people died of starvation due to a famine that occurred from 
1994 to 2000 in North Korea, and as the government's rationing system was suspended, the 
existing "communism to eat well and live well" politics disappeared. Residents who escaped 
North Korea are voicing their voices that it has now become a pseudo-religious dictatorship that 
demands "unconditional loyalty to Kim Il-sung, Kim Jong-il and Kim Jong-un"[16]. 

Therefore, fearing the spread of dissatisfaction with the North Korean regime among the peo-
ple, the North Korean regime strengthened surveillance and control of the people. However, 
Korean dramas that spread rapidly in the 'jangmadang' are watched among North Koreans 
amidst fear and surveillance that they could be shot when discovered, proving the effect of soft 
power in changing the collective emotions of North Koreans more deeply[17]. 

Northeast Asia is undergoing a transition from order based on hard power through military 
power to soft power based on cultural content. This study dealt with the role of an Intelligence 
Agency using artificial intelligence (AI) in the dissemination of culture corresponding to soft 
power. In addition, with the advent of AI, the role of the Intelligence Agency and should evolve 
into a judicial basis, and through this discussion, a model for changes in the right to ‘Investigative 
Authority’, ‘Prosecutorial Authority’, and ‘Operational Authority’ rights of the Intelligence 
Agency was presented. And as a way to lead the technological development of artificial intelli-
gence (AI) use in terms of efficiency in information warfare, a hybrid structure of cooperation 
with the private sector, that is, a model of ‘hybrid defense’ was presented.  

As such, Northeast Asia has faced a new phase due to soft power, and it is expected that the 
use of AI technology in information warfare will gradually expand due to the influence of this 
soft power. In this study, an in-depth discussion was conducted on the use of AI technology in 
information warfare. 
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2. Transition from Hard Power to Soft Power 

Korean dramas are popular in China and North Korea. In particular, the dramas 'Goblin' and 
'Descendants of the Sun' are the most popular dramas in China and North Korea[18][19]. In 
particular, these dramas are illegally circulated in North Korea to avoid government surveillance, 
and North Koreans watch them on DVD or USB. Because these dramas are so popular, some 
North Koreans are looking for ways to watch these dramas by defecting to South Korea or 
through exchanges with South Koreans[20]. 

In the past, the effect of control through social surveillance was possible to some extent, but 
the more culture is controlled, the faster and deeper it expands. As such, the question arises as 
to how long North Korea's surveillance and control will be possible. Many rese archers in North-
east Asia place weight on regime collapse and sympathize with regime change . 

In August 2023, it is the situation of bomb terrorism in Pyongyang reported by multiple media 
outlets in Korea as a basis for signs that may lead to such internal unrest. North Korea is different 
from the general country we think of, and representatively, North Korean residents do not have 
freedom of passage, so people who do not live in Pyongyang, the capital of North Korea, cannot 
enter Pyongyang. These measures are taken from the viewpoint of protecting Pyongyang from 
the point of view of security for Kim Jong-un, and in reality, the lives of residents in Pyongyang 
and non-Pyongyang regions show too great a difference It is intended to prevent.  

However, about the situation in which bomb terrorism occurred in Pyongyang and casualties 
occurred, and that a TF team was newly established to search for disgruntled people An official 
from the National Intelligence Service (NIS), who attended the South Korean National Assembly, 
explained, “There are unstoppable complaints and collective protests against the policies of the 
Kim Jong-un family and the party, centered on each generation in North Korea.” This means that 
collective sentiment in Pyongyang, North Korea is also changing.  

Figure 1. Popular Korean dramas in North Korea: 'goblin' and 'descendants of the sun'.  

 

 

 

 

 

 

 

 

Soft power is the ability to move and influence other countries through culture, which is much 
more effective than traditional military influence and has the characteristics of maintaining in-
fluence over a longer period of time[21][22]. 

In Northeast Asia, Korea's K-pop, K-drama, and K-beauty are examples of global soft power 
influence. Cultural contents were produced in Korea in Northeast Asia and shared and dissemi-
nated by people around the world through YouTube and Netflix. Recently, it ha s expanded to 
include not only information transmission using the Internet and social media, but also cultural 
experiences using virtual reality technology and language exchange using artificial intelligence 
technology. In particular, the expansion of online life due to the Corona 19 virus over the past 
few years seems to have contributed greatly to the interest in the Korean Wave.  
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In addition, the fan community plays a bigger role in expanding soft power, and fans freely 
communicate and share content online, thereby spreading their influence. For example, "ARMY", 
a BTS fan club, actively uses SNS to make comments about social issues, and through this, the 
social influence is considerable. 

It is clear that strengthening soft power plays a very important role in the strategic develop-
ment and security of the country, but it also has a dilemma that makes it less effective if the 
state directly intervenes in the growth of soft power.  

Korean culture has grown a variety of pop culture contents such as music, dramas , movies, 
and games, and these contents have gained worldwide popularity and spread to various coun-
tries and cultures. Especially in Northeast Asia, experiences through music, dramas, and movies 
promoted the dissemination of the Korean language and led to tourism in Korea. South Korea's 
Incheon International Airport is positioning itself as a hub airport in Northeast Asia.  In recent 
years, not only cutting-edge technology from global companies such as Samsung Electronics, 
but also Hallyu culture such as BTS has received worldwide attention, and cultural influence has 
grown, making Seoul the choke point for information activities in various countries. These pur-
poses include not only technology leakage, but also the purpose of collecting trends in Korea 
and driving public opinion in a direction that is in line with the country's interests [23]. 

Table 1. The influence of cultural forces on society. 

Division Detail 

Identity formation 
Culture is the elements of culture, such as language, tradition, mythology, art, and music, 
that shape and reinforce the identity and self of individuals and groups. 

Value formation 
Culture shapes social norms and moral values, and influences individual and group 
behaviors and attitudes. 

Communication 
expansion 

Culture increases the efficiency of communication through a common language, signs, and 
symbol systems, and helps to understand and accept other cultures. 

Social change 
Acceptance and dissemination of new ideas, values, and technologies occur through 
culture, and cultural changes lead to social, political, and economic changes. 

International influence 
The attractiveness and influence of culture helps to form relationships with other countries 
and expand its international influence 

Economic creation 
Cultural industries, such as tourism, art works, music, films, and festivals, promote 
economic activities and create jobs, as well as develop local economies and tourism 
industries. 

 

3. AI Threats and Intelligence  

3.1. Risks of AI learning information 

When artificial intelligence operates autonomously, inaccurate decisions are made by AI with 
different ethical standards from humans, but responsibility and regulation are difficult in infor-
mation warfare. The continuous use of artificial intelligence (AI) technology in information war-
fare that has a psychological impact can completely destroy human sociality, leaving the inter-
ests of the country. You can understand the situation in more detail if you recall the 'RoboCop', 
which was introduced as a movie in the 1990s. 

For example, with the gradual expansion of artificial intelligence (AI), artificial intelligence (AI) 
replaces traffic police enforcement work, and artificial intelligence (AI), that is, when machines 
regulate and control humans becomes legally common in more fields. At that moment, human 
dignity is also expected to be judged by artificial intelligence (AI ). 
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Meanwhile, with the Fourth Industrial Revolution, the use of artificial intelligence (AI) tech-
nology in information warfare will gradually increase. However, artificial intelligence (AI) tech-
nology based on algorithm learning data biased by manipulation of information and fake news 
also affects healthy soft power. Against this background, the intelligence departments of each 
country will use artificial intelligence (AI) technology that meets their own interests to open 
information warfare [24]. 

In addition, artificial intelligence (AI) learns harmful information in some cases, but INSPIRE, 
published in American English by Al Qaeda hardliners, publishes and distributes bomb -making 
methods online in PDF format on the Internet, so there is no realistic way to prevent. And anyone 
in the world can see INSPIRE if they want[25]. INSPIRE inspired countless potential terrorists 
around the world who felt relative poverty, and cases linked to actual terrorism were revealed 
through the Intelligence Agency. Al-Qaeda as well as ISIS are publishing DABIO similar to INSPIRE. 
When such dangerous publications are learned from generative artificial intelligence (AI) data 
such as ChatGPT, expanded and reproduced, and provided information to an unspecified major-
ity, society will become more confused and dangerous. 

Figure 2. INSPIRE published by Al-Qaeda[26]. 

  

 

 

 

 

 

 

 

 

Note: The most notable article on INSPIRE is a serial titled Open source Jihad. The magazine introduced it as a corner that allows readers to learn how to terrorize at 

home and jump into the holy war. Detailed methods of terrorism, such as how to easily make a bomb in the kitchen and how to blow up a building, are 

explained with easy-to-understand pictures. In our Fall 2010 issue, we introduced how to “sweep” people out with a pickup truck (a small truck without a lid 

on the cargo box). He asked for blades to be attached to the front and rear of the vehicle, along with a “friendly” explanation that a butcher’s knife or a thick 

iron plate would be suitable. Regarding the location of the terror attack, he said that he likes a crowded but narrow space, and that a pedestrian-only space 

in the city center is the most ideal. It is explained that it is suitable as a “martyrdom operation” because it will be difficult to escape safely once it is carried out. 

Figure 3. DABIO published by ISIS[27]. 

 

 

 

 

 

 

 

Note: Following INSPIRE, even ISIS has published an English promotional webzine, focusing on fostering ‘autogenous terrorists’. ISIS evaluated the attack on Monis, 

who took hostages in Sydney, Australia in Dabiq, as “a war against the crusaders (western countries).” “Instead of coming to Khalifa’s territory, he waged war 

alone on the streets that Western powers considered safe, and caused great terror in Australia simply by holding a hostage in a cafe with a single gun. he will 

receive the grace of god.” 
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3.2. Globalization of information and expansion of artificial intelligence (AI) 

The Internet has strongly promoted the 'internationalization' of Northeast Asian culture, and 
the speed of propagation of threats has also accelerated. Now, with cyberspace as a med iator 
and human life as a dependent variable, the comprehensive influence of artificial intelligence 
(AI) cannot be ignored. 

Activities for the information collection or investigation in information warfare rapidly ex-
panded to activities for attacking and defending by analyzing and examining information ob-
tained through exchanges between cultures and evaluating the impact of cultural exchanges on 
the interests of one's own country. 

In particular, the emergence of the Internet not only accelerates informatio n, but also nar-
rows the distance between countries and drives integration, and the use of the Internet is being 
utilized in various aspects. The Internet is spreading faster due to improvements in network 
infrastructure, high-speed Internet connectivity, cache, and content delivery networks (CDNs), 
cloud computing, content compression, and optimization, and advances in mobile technology.  

Here, artificial intelligence technology has begun to replace the role that humans have played 
and is expected to penetrate more deeply into human life[28][29][30]. 

3.3. Role of the intelligence agency 

Controversies such as the US National Security Agency (NSA) surveillance of civilians are a 
dilemma in which the intelligence departments of the free camp, excluding North Korea, China, 
and Russia, are experiencing a conflict of values between 'personal information' and 'threat in-
formation'[31]. However, as the number of US intelligence agencies officially reaches 16, the 
countries of the free camp are also doing their best in information warfare. 

In liberal countries, this phenomenon is argued by some politicians and media as if the Intel-
ligence Agency intervened in domestic politics. 

However, such a situation will always be premised on the complete absence of aggressive 
political intervention in the hostile state. 

In the current democratic political system, when the influence of collective psychology by 
non-combat factors such as cultural content increases its dominance throughout society, it is 
necessary to seriously recognize the loophole in the circulation structure in which social public 
opinion is connected to politics through elections.  

This represents the beginning of ‘comprehensive security’, which has gone from physical 
threats in the past to cyber threats. Comprehensive security is a concept that protects the peo-
ple based on information power in response to various unpredictable attacks and uncertainties 
by enemy countries. 

Table 2. The use of artificial intelligence (AI) technology in information warfare. 

Division Detail 

Information  
collection and analysis 

Artificial intelligence efficiently derives information by collecting and analyzing a large 
amount of data from various sources, and can identify enemy activities or risk factors 
by analyzing satellite images, communication information, and open source 
information. 

Language analysis and 
decoding 

Artificial intelligence can be used to analyze and decipher multilingual documents, 
decipher encrypted messages or find important information or patterns in text data. 

video and audio analysis 
AI can extract useful information by analyzing video and audio data collected through 
drones, cameras, and microphones, and can detect enemy locations or analyze 
suspicious behavior. 
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Automated analysis and 
reporting 

Artificial intelligence can quickly process complex data through automated analysis 
functions and create reports by summarizing analysis results. 

predictive modeling Artificial intelligence can use existing data and machine learning to predict likely 
events in a specific region or situation. 

Autonomous exploration  
or search technology 

Artificial intelligence can be used to perform dangerous areas or missions using 
unmanned drones or robots, and can be used to locate enemies or explore dangerous 
areas. 

Signal analysis AI can analyze radio communications or radar signals to detect enemy behavior or  
equipment. 

Information warfare is strategically utilized by a country or organization to achieve goals by 
collecting, analyzing, and using information. Recently, artificial intelligence (AI) technology has 
had a great impact on information warfare. By analyzing the social media conversations and 
reactions of intelligence agents, you can identify and predict the emotions and sensitivities of 
your group to establish strategies. At this time, through AI deepfake detection technology, video, 
image, text, voice, etc. can be analyzed to identify false information, and another threat can be 
predicted by analyzing the pattern of identified information. 

In addition, in the not-too-distant future, the VUCA environment is expected to accelerate 
further as methods combined with advanced science and technology, such as highly developed 
quantum computing, biotechnology and genome editing, robotics and drones, and artificial neu-
ral network reinforcement. 

 

5. Discussion  

5.1. Judicial powers in AI information warfare 

5.1.1. Investigative authority 

In information warfare, the investigation authority is divided into human information 
(HUMINT) and SIGINT (SIGINT), which captures signals using electronic equipment such as sat-
ellite photography or wiretapping. Sijint is classified into electronic informatio n (ELINT), tech-
nical information (TECHINT), and communication content (COMINT), and means the start of in-
formation warfare. 

Although intelligence gathering is being widely expanded around the world, it has become 
politically controversial in free countries, except for non-human rights countries such as North 
Korea and China, but with the advent of AI, such political debates are expected to become in-
creasingly irrelevant. 

Therefore, it is necessary to establish an active diversification strategy for the inve stigation 
right of the Intelligence Agency, and if the intelligence departments of each country indiscrimi-
nately expand artificial intelligence (AI) in information warfare, as no region can be exempt from 
changes in the global environment, not only their national interest but also human We must be 
stern in recognizing that the adverse effects circulate and affect our own country again.  

5.1.2. Prosecutorial authority 

In information warfare, the prosecutorial authority is used for the purpose of investigating 
espionage and terrorist activities in domestic counterintelligence activities, prosecuting 
through the prosecution, submitting evidence to the court, and blocking and defending against 
enemy attacks through judicial processing. 
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Currently, in liberalized countries, it is meaningless to divide the Intelligence Agency's duties 
into overseas and domestic, or online and offline, due to travel liberalization and the develop-
ment of the Internet. Even soldiers and civilians are not controlled as in wartime, so the meaning 
of special distinction is diminished. 

Therefore, information warfare strategies should be dealt with in a comprehensive concept 
by dividing them into combative and non-combatant factors from indiscriminate attacks using 
the enemy's artificial intelligence (AI). In addition, it is necessary to seek changes to an inte-
grated strategy that improves the timeliness and security of investigations through diversifica-
tion strategies. 

The integrated strategy simplifies the decision-making process to enable timely and thorough 
attack blocking and defence on threat information, and also enables early identification of 
threats through prosecutorial authority. In addition, security can be secured in preserving evi-
dence collection, which can prevent additional threats. Synergy can be maximized by strength-
ening the cooperative system of related organizations through the investigation command of 
the Intelligence Agency through comprehensive investigation data. 

5.1.3. Operational authority 

Operational authority is the authority used by the military or intelligence department, and 
means the authority to carry out necessary operations or take urgent measures to maintain 
national security, and all acts performed for the purpose of national security fall within the 
scope of operational authority. 

Operational authority represents an important role for the government as it includes the au-
thority to make decisions related to national security. However, under the Diplomatic Immunity 
and the New York Convention on Diplomatic Relations, military officers and intelligence agents 
disguised as diplomats dispatched overseas are not subject to judicial punishment through legal 
immunity in the sending country. This creates a dilemma between national interests  and diplo-
matic relations. In other words, electronic information warfare, including the use of artificial 
intelligence (AI), does not follow the procedures of investigation, prosecution, and trial based 
on domestic law. It is also distinguished from the use of compulsory power following the issu-
ance of a warrant in a domestic court. 

The aspect of today's information warfare has changed with the use of advanced science and 
technology and information technology. In the future, as satellite information and GPS technol-
ogy using artificial intelligence (AI) become the core of information warfare, the dependence 
on the use of GPS or GNSS is increasing not only in military facilities but also in the private sector, 
transforming into an aspect of small-scale operations in the city. 

This is to neutralize the enemy's weapon function through low magnetic spectrum control. 
Operation using Jamming, Spoofing, Mikoning, etc. in the civilian area of the city is not only the 
enemy's weapon, but also its own civilian facility. It includes a judicial basis for establishing an 
operational area. 

In this regard, if we look at the case of MI6 introduced by the British Guardian, Article 7 of 
the MI6 (Secret Intelligence Service Act) has the legal basis that ‘there shall be no legal liability 
if an act taking place overseas is carried out with the permission of the Minister.’ It is said that 
requests to apply Article 7 to covert operations carried out by the UK around the world have 
increased rapidly since the September 11 at-tacks, with an average of 500 ministerial signatures 
per year. 

Breaking away from the practice of secretly and implicitly in information warfare in the past, 
establishing judicial grounds and standards for 'Operational Right' even in non -disclosure will 
prevent attacks from comprehensive threats resulting from the expansion of the use of artificial 
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intelligence (AI) in information warfare in the future. It will play an important role in terms of 
defence, and it is expected that related policies and detailed legislation will need to be prepared. 

Table 3. General intelligence operational authority “example of CIA operational authority”. 

Division Detail 

HUMINT 
Acquiring information through local agents and carrying out operations  
through specific missions 

Cyber Operation 
Responding to cyber threats in cyber space or performing operations through  
cyber attacks 

Special Operation Conducting operations to eliminate threats related to national security 

Propaganda Operation 
Conducting operations to shape public opinion or change the position of the 
international community and other countries 

So far, the operational authority has no judicial authority and is merely a division of the busi-
ness. In the future, in information warfare where artificial intelligence (AI) is used, it should 
evolve in the direction of including detailed content and presenting judicial authority due to 
damage to private facilities caused by artificial intelligence (AI).  

Figure 4. An example of operational authority of information warfare using artificial intelligence (AI)[32]. 

 

 

 

 

 

 

 

 

 

 

 

As such, legislation prior to the advent of AI is expected to undergo more than 50% revision 
and supplementation after the advent of AI, and preparing a judicial basis to support the para-
digm of the times is the state's responsibility to maintain national safety and legal order.  

As a model for field application, the operation area setting suggests the setting of operational 
rights in accordance with Article 5 (security area) of the Presidential Security Service (PSS) ‘Act 
on the Protection of the President'. In Korea, for the purpose of protecting the president, a 
special law-style security area is designated in the security area to temporarily restrict the basic 
rights of the people. As shown in <Figure 4> above, legislation is needed to designate the area 
where information warfare is conducted as the operational area of the Intelligence Agency. As 
for the validity of this model, North Korea's security force, which has been in a military confron-
tation with South Korea for 70 years, is mobilized to guard the Kim Jong-un family, which ac-
counts for 10% of the entire North Korean army, but the Presidential Security Service has a small 
scale of less than 700 soldiers. The presidential security mission is being completed with man-
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power, and this basis reflects the greater recognition of public interest between national secu-
rity and the people's discomfort with temporarily controlling the democratic society in free 
countries. 

Also, as shown in <Figure 4>, the US CIA's drone operation model is the most realistic facility 
operation model for operational control. Drones are operated by the CIA, but facilities such as 
drones are a dual management system that exists in air bases, aircraft carriers, and embassies. 
Therefore, facilities required for information warfare occurring in the country are e stablished in 
division-level military units within the territory of the country to maintain security, and opera-
tions are operated by the intelligence department near the military unit that manages the city 
center, and through an appropriate combination of SIGINT, ELINT, TECHINT and HUMINT It is a 
COMINT model. 

5.2. Privatization 

In order to keep up with the rapid development of artificial intelligence (AI) technology, 
growth through the efficiency of private companies is essential. Discussion on the use of artifi-
cial intelligence (AI) in information warfare can present a hybrid information warfare model 
through private participation and cooperation from the typical perspective of expanding the size 
of the Intelligence Agency. 

Figure 5. Hybrid defense model. 

 

 

 

 

 

 

 

 

First, if the Private Management Theory is applied, economic feasibility and efficiency have 
al-ready been proven through private military companies (PMCs) and international intelligence 
companies, and the effectiveness of operations for continuous profit pursuit can be more sin-
cere than the Intelligence Agency. In this process, the competition of private companies brings 
about in-novation, and eventually the burden of the Intelligence Agency can be reduced.  

Second, if the Benefit Principle is applied, the threat posed by artificial intelligence (AI) in-
creases, but the national budget is limited and users are required to bear some of the services 
necessary for public safety. Big tech companies and the financia l sector that will face intelli-
gence (AI) threats can take a big part. In addition, it will be effective overseas where the influ-
ence of the domestic government is less than that of the domestic government.  

Third, if the Vacuum Theory is applied, the state and the private sector mutually complement 
each other to enhance the effectiveness of the vacuum state that was created when the state 
and the private sector failed to reach each other, and the intelligence department provides a 
certain part related to artificial intelligence (AI) to the private sector. It is to increase efficiency 
through the management expertise of private companies while entrusting them to companies 
and guaranteeing their goals through supervision and regulation.  
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Finally, these privatization policies are based on the principle of market economy. When the 
threat of artificial intelligence (AI) increases, the government or corporations spend more to 
protect assets, and when the economy is activated, more tax revenue and profit generation  are 
threatened. This means that we can secure more budget to respond to. On the other hand, even 
if the threat of artificial intelligence (AI) increases, if the economy is in a slump, governments 
and businesses may have limited or unable to respond to the threat.  

As such, the threat of artificial intelligence (AI) and the market economy have a close rela-
tionship, and the level of defense expands along with the market economy according to the 
asset size, vulnerability, and threat level of the government and companies, but in socialist dic-
tatorships such as China and North Korea, privatization It has a structural contradiction that 
cannot be done, so the more artificial intelligence (AI) technology expands, the more it will face 
limitations. 

 

6. Suggestions 

I would like to introduce a case of the dilemma between high-tech machines and human in-
tuition. In 1983, at the height of the Cold War, Lieutenant Colonel Stanislav Petrov, commander 
of the Soviet Air Defense Force's watch, received an alert from the Serpukhov-15 satellite con-
trol center in the Soviet Union that "the United States had launched an ICBM into the Soviet 
Union." Soon, ICBMs were confirmed to have increased to five, and there was a case in which 
World War III almost broke out. 

At that time, the Soviet Union was using state-of-the-art science and technology to detect 
and detect the launch of nuclear missiles. It was a time when US President Ronald Reagan had 
criticized the Soviet Union as an “evil empire” and was ahead of the Able Archer 83 exercise, a 
preemptive nuclear strike exercise with NATO. It was not surprising that nuclear missiles sta-
tioned in Germany and Italy were attacking the Soviet Union, as Soviet leader Yuri Andropot 
was suffering from chronic illness. 

But Stanislav Petrov, on the verge of starting a nuclear war, said, “If the US really starts a 
nuclear war, it will launch all ICBMs together. But now the computer has caught only five. There-
fore, this must be a computer error or an error in judgment by the satellite for detection,” and 
based on human intuition, he reported to the upper level, “It seems to be a computer error 
(Кажется, это ошибка компьютера.)”. As a result, the World War III never happened. 

This case sheds light on what artificial intelligence (AI) technology is currently replacing the 
role of humans. The use of artificial intelligence (AI) in information warfare offers efficiency and 
performance gains, but also reminds us of the importance of human-driven ethical aspects. First, 
the use of artificial intelligence (AI) can be biased information reflecting prejudice according to 
learning data. When artificial intelligence (AI) automates missions based on this information, 
human judgment is eliminated, which can lead to errors in critical decisions and strategies. Sec-
ond, although certain risks can be predicted through artificial intelligence (AI) predictive mod-
eling, it is necessary to clearly recognize that not all predictions may be accurate, avoid hasty 
judgments, and take a cautious approach in which human judgment is applied to the decision-
making process. 

I hope that this study will be published in English to reach more researchers around the world. 
Also, there are people who were born in North Korea in Northeast Asia and are not guaranteed 
their basic rights as human beings despite their will and efforts. Similarly, I would like to con-
clude this study with the desire to think deeply about the fear of an era in which artificial intel-
ligence (AI) controls and monitors humans at some point due to the indiscriminate expansion 
of artificial intelligence (AI). 
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